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Abstract: Cloud computing is a technology that facilitates the sharing of computing resources in pay per use fashion. Especially it can be used to 
store huge amount of data. The data of cloud users is stored in multiple servers at the service provider. The servers are considered untrusted. For 
this reason there are security concerns among the people for outsourcing their valuable business data to cloud. In existing system encryption 
techniques are used. However, they are proved to cause much overhead on cloud storage. Moreover encryption techniques cause many 
restrictions on data dynamics. Therefore there is a need for securing cloud data and also support data dynamics. Towards this many techniques 
came into existence. We proposed a scheme known as threshold proxy re-encryption along with erasure codes to solve the problem. They used 
security servers and key servers for storing data and keys respectively. This scheme is efficient is secure storage, retrieval and forwarding of data. 
However, assuming inconsistencies among servers, this paper proposes a timestamp based solution that extends the scheme for more robust 
security for cloud storage. The experimental results revealed that the proposed solution is effective and can be used in real clouds.  
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I. INTRODUCTION 
Many technical innovations changed the way 

computing takes place. The technologies like cloud 
computing and virtualization brought a new 
phenomenon or model of computing. This model allows 
individuals and organizations to access huge amount of 
computing resources. Moreover this is possible in pay as 
use fashion without investment. The cloud computing 
technology brought this change in the computing world. 
Cloud computing became a reality. Many cloud service 
providers such as IBM, Microsoft, Amazon, Google and 
son on are providing cloud services. The cloud services 
are available in the form of Platform as a Service (PaaS), 
Software as a Service (SaaS) and Infrastructure as a 
Service (IaaS). These services changed the way computing 
and storage takes place. The technology was made viable 
due to the success of virtualization. Cloud infrastructure 
can store huge amount of data. However, there are 
security concerns over cloud storage. For this reason 
people do not shift to using cloud as faster as expected. 
Lin et al. [1] focused on solving this problem. They have 
developed a security scheme as presented in fig. 1. This 
scheme supports data dynamics with complete security. 
Towards improving robustness of cloud storage, many 
techniques came into existence. One of them is to 
replicate the data among many servers. Erasure codes 
technique is another way of securely storing data. Erasure 
codes can recover lost data. However, this technique has 
tradeoffs between the storage size and threshold of 
failures. For this reason a decentralized erasure code is 
desired towards reliable cloud storage.  
Data confidentiality is an important feature desired of 
cloud storage. The cryptographic methods used to ensure 
confidentiality have exhibited tradeoffs with data 
dynamics. In this approach communication cost is high in 
the network. Moreover managing crypto keys is another 
problem. In the scheme of Lin et al. security is lost when 
key server is comprised. Yet another problem of such 

schemes is that servers do not support secure data 
forwarding. This paper proposes a new scheme to solve 
this problem which is an extension to the one proposed 
by Lin et al. It focuses on security concerns due to 
communication inconsistencies among the cloud servers. 
The storage servers and key servers work together. 
Communication among them is to be consistent for data 
integrity and security. This paper assumes that there 
might be serious inconsistencies in communication 
among the servers. As storing data keys in single server is 
not safe, multiple storage servers and multiple key 
servers are used in the scheme proposed by Lin et al. [1]. 
This paper uses the same scheme with timestamp based 
mechanism to prevent the inconsistencies. Thus the 
threshold proxy re-encryption scheme is enhanced to 
have more robust cloud storage security. This is achieved 
through perfect cooperation among the servers through 
timestamp based solution.  
The remainder of this paper is organized as follows. 
Section II reviews literature on cloud storage security. 
Section III provides the overview of the proposed system 
which enhances Lin et al.’s scheme. Section IV provides 
details of implementation and evaluation. Section V 
presents experimental results while section VI concludes 
this paper.  
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Cloud storage needs distributed file system. Many file 
systems were proposed. They include Network File 
System [2], Network Attached Storage [3] etc. These file 
systems are scalable and they are decentralized and 
distributed in nature. Replica management and other 
techniques were invented to make the distributed file 
systems secure and robust. Later on more improvements 
were proposed in [4], [5] to add features to file system 
such as scalability and efficiency. Lot of research was into 
erasure codes [6], [7], [8], [9] and [10] used for storage 
security in distributed environments. These techniques 
convert the data into code words. The code word is a 
vector of symbols. These symbols are used to represent 
storage problems. Data is stored in multiple servers. 
While retrieving data the data from multiple servers is 
combined and returned. Thus the probability of retrieval 
and security are high while communication cost is higher. 
Nevertheless, when storage servers are compromised, 
data confidentiality is not guaranteed. Lin and Tzeng [11] 
addressed this problem using erasure codes. Proxy re-
encryption schemes are used in [12] and [13]. This scheme 
supports secure data forwarding using public key 
encryption. In [14] another such technique is used which 
is based on sharing function. According to this technique 
user sends re-encryption key to server when he wants to 
share data. The storage server re-encrypts the already 
encrypted data for confidentiality. A type - based proxy 
re-encryption scheme is presented by Tang [15] which has 
more control over re-encryption key. It allows users to 
choose message before the scheme is applied. Key-private 
proxy re-encryption [16] is another such scheme where 
the identity of the recipient is kept confidential. Pairing 
concept is missing all the above schemes [17]. Integrity 
verification schemes [18], [19] and [20] are proposed for 
secure storage, retrieval and forwarding. The notion of 
provable data possession is used in [21] and [22]. These 
techniques use messages in plain text. Lin et al. [1] 
focused on the cloud storage security with respect to data 
storage retrieval and forwarding. This paper improves 
their scheme by implementing a timestamp based 
mechanism that ensures perfect cooperation among the 
servers. Thus the problem of communication 
inconsistencies among the servers is addressed.  
 

III. THE PROPOSED SYSTEM 
 
The proposed timestamp based scheme is an extension to 
the scheme proposed by Lin et al. The overview of the 
scheme is presented in fig. 1. It is used for secure cloud 
storage, data retrieval and data forwarding. The concepts 
like encryption, erasure codes, and proxy re-encryption 
concepts are used for cloud storage security.  
 

 
Fig. 1 – Overview of Proposed Scheme 
 
As shown in fig. 1, there are storage servers (denoted by 
*) and key servers (denoted by **) in the cloud. The data 
of cloud users is stored in multiple servers. The 
corresponding security keys are stored in key servers. 
The functionality of the proposed scheme is understood 
in terms of setup, data storage, data retrieval and data 
forwarding with integrity.  
 

Setup 
This is the first phase in which system managers sets 
required parameters. Afterwards, every user is assigned a 
pair of keys as part of public-key cryptography. 
Afterwards, the user’s secret key is stored in key server.  
 

Data Storage 
This phase is meant for secure storage of data. Cloud 
users perform this activity. When a cloud user wants to 
outsource a file to cloud, he will break it into some blocks. 
Then each block is encrypted. The encrypted blocks are 
saved to multiple storage servers of the cloud. The 
servers receive cipher text and convert them into code 
words and store them. There are two important 
operations involved in the storage process. They are 
computing the identity token, invoking encryption 
algorithm and encoding. The computation of token is 
done as follows. 

 
Then the encryption algorithm takes place as follows.  

 
Afterwards encoding process takes place which is 
responsible to generate code words for the content which 
is in the form of ciphertext. The encoding process is 
performed as follows. 
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Data Forwarding 
Users of cloud can forward their data to other users. It 
takes place with public key cryptography. When user A 
wants to send data to user B, the user A encrypts data 
with public key of user B and send the data. On receiving 
data the user B can decrypt it with his own private key. 
The data forwarding is done through servers. Before data 
is forwarded to recipient the servers re-encrypt the data 
using public key of B. Then the data is forwarded to B. 
There are three algorithms involved in the data 
forwarding process. They are known as KeyRecover(.), 
ReKeyGen(.), and ReEnc(.). When user needs first 
component’s secret key KeyRecover(.) algorithm in 
invoked. It is performed as follows. 

 
For generating re-encryption key, the ReKeyGen(.) is 
invoked. This algorithm in turn invoke Re-Enc(.) 
algorithm. The-ReKeyGen(.) is performed as follows. 

 
For generating re-encrypted codeword symbols, the 
ReEnc(.) algorithm performs the following.  

 
 

Data Retrieval 
It is a process of retrieving data with complete integrity. 
When a user sends data retrieval request, the user is 
authenticated by key servers. Then the storage servers do 
partial decryption of the available data and then combine 
the whole data before sending it to the cloud user. More 
details on data storage, retrieval and forwarding can be 
found in [1]. ShareDoc(.) and Combine(.) are the two 
algorithms involved in data retrieval. ShareDoc(.) is 
invoked by a key server after obtaining original 
codeword symbols in order to perform partial 
decryption. Then the partial decryption takes place at 

multiple servers where pieces of data are stored. Then 
Combine(.) algorithm is invoked to club all the pieces to 
get original file.  
 

Fault Tolerance 
 
Fault tolerance is built into the framework of the cloud 
infrastructure. When a server is down for any reason, the 
other servers will continue processing requests. Later on 
steps can be taken to recover the server which failed to 
process request.  
 

IV. IMPLEMENTATION AND 
EVALUATION 

 
Implementation of the proposed scheme is as follows. 
The implementation of setup, secure cloud storage, data 
forwarding and data retrieval are similar as explored in 
[1]. This paper focuses on timestamp-based cooperation 
among the key servers and storage servers. This 
cooperation among the servers ensures consistency in 
data dynamics. Data consistency and fair handling of 
request are considered in the proposed scheme. The data 
inconsistencies due to communication delays in the 
existing systems are overcome here using timestamp – 
based mechanism. The new scheme uses a global time 
stamp which is followed by storage and key servers. As 
many servers are involved in the operations, the data 
dynamics are to be carried out with consistency and 
security.  
All operations such as data storage, data retrieval and 
data forwarding are to be taken place with integrity. For 
instance when users send data to cloud, the storage 
process involves multiple servers. The timestamp based 
solution monitors the transaction and ensures that perfect 
storage takes place as expected. In case of communication 
concerns, the new technique has to take steps to ensure 
consistency. This approach is followed in data retrieval 
and data forwarding also. We built a prototype 
application for testing the efficiency of the proposed 
solution. The experimental results revealed that the 
timestamp based solution can prevent inconsistencies in 
cloud storage.  
 
In fact in all operations such as Enc, Encode, KeyRecover, 
ReKeyGen, ReEnc, ShareDec and Combine, a timestamp 
is associated for integrity of operations associated with a 
single transaction. The timestamp is somehow related to 
the ID of the present transaction. The aim of the 
timestamp-based operations is to ensure that all 
operations in a single transaction, where multiple servers 
are involved, are executed as a unit. Thus more 
cooperation and robust integrity of the operations can be 
achieved.  
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V. EXPERIMENTAL RESULTS 
 
We have made experiments in custom simulator built in 
Java platform. The cloud servers, cloud server providers 
and the data owners, the operations involved are 
simulated. The simulation results reveal that the 
proposed timestamp approach outperforms the existing 
approach. 

 
Fig 2 Comparison of consistency   
 
As shown in the above figure 2 represents horizontal axis 
is the data retrieval, forwarding and storage while 
vertical axis represents consistency.  
 

VI. CONCLUSION  
 
In this paper we present a new timestamp-based scheme 
for cloud storage security. The new scheme is built on 
existing one for robust data storage, data retrieval and 
data forwarding. When data is stored and retried, 
multiple servers are involved in cloud. This paper 
focused on addressing communication concerns among 
the storage and key servers in the cloud. The solution is 
through timestamp based mechanism that ensures data 
integrity in all operations.  
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